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ABSTRACT
This chapter deals with the estimation of variance of separate regression type estimator of the population mean
in stratified random sampling, its bias and mean square error are obtained and further an optimum class of
estimators is obtained having minimum mean square error. Enhancing the practical utility of the optimum
estimator, a class of estimators depending upon estimated optimum value based on sample observations is also
found. Further comparative study has been done with some earlier estimators.
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INTRODUCTION
Let U be a finite population of size N . The study variable and the auxiliary variable are denoted by y and X

respectively and the population is partitioned into L non-overlapping strata according to some characteristic.

h=1
L

drawn from this population and let N, be sample size from h™ stratum such thatz N, = N. The observations
h=1

on y and X corresponding to i™ unit of h" stratum (h =12,.., L) are Y,; and X,; respectively. Let §h

and Xn be sample means and Y and X be population means of Yy and X respectively in h™" stratum.

_ L _ _ L _ _ L _
Suppose Y :ZWhyh and  Xst ZZWhXh are stratified sample means and Y :ZWth and

h=1 h=1 h=1

— L _
X = ZWhY h are population means of y and X respectively, where W, = N, /N is known stratum

h=1
n, _ 2 Mh — 2
weight. Let th = Z:(yhi —yh) and th = Z:(Xhi —Xh) be sample variances and
h 13 n, -1%3
1 N Y 1 N =\
S;h = (yhi —Yh) and S} = Z:(Xhi - X h) be population variances of y and X
Nh -13 Nh_li:1
1 My — —
respectively in  h" stratum.  Finally, let S, = o 1Z(yhi - yhXXhi —Xh) and
h — 4=t
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1 Mh — —
Syxh = N _1 (yhi —Yhn Xxhi - X h) be sample and population covariances respectively in h™ stratum.
h — +i=l

We assume that all parameters corresponding to auxiliary variable X are known and we ignore the finite

population correction term f, :(1——hJ for simplification. A separate regression-type estimator of
h

- _ L a .

population mean Y isYy, = ZWh {yh +b, (X h— Xh)}, where bh sample regression coefficient is. Variance
h=1

of 95 is given by

( ) ZWZ Shlpt) (L.1)

h

where p, = is population correlation coefficient between y and X in h™ stratum.

yh~ xh

An estimator of V ()_/ ) is given by Gupta and Shabbir (2010) is as follows

v, _Z\Nz yh( rh) (1.2)

h

where I, = Sy is sample correlation coefficient between Y and X in h™ stratum. The mean square error
Syhsxh
of V, is
+ |(uon =1+ p'B, +2p7C, |
MSE ZW S Ao h Ph h~h (1.3)

n,
where B, :( ah )+4(/122h /Pﬁ _1)_4(31\% ! p, _1) andCy = (/122h _1)_2(131h ! p, _1)

Different authors presented the estimators utilizing auxiliary information and enhanced the efficiency of exiting
estimators. These includes Das and Tripathi (1981), Srivastava and Jhajj (1980, 1983), Wu (1985), Prasad and
Singh (1990, 1992).

PROPOSED ESIMATOR
Our proposed estimator of V(ys) using auxiliary information on (X h, S ) The proposed estimator is given
by
L s2 (1—r?
V, =D W,/ {Lh) + k(sfh -S2 )} (2.2)
h=1 n,

where K is a characterizing scalar chosen suitably.
We define the following terms:

s2 =S2(l+e,), sh=ShL(+e), s, =S,(0+e,) sothat E(e)=E(e)=E(e,)

and also up to first order of approximation, we have the following expectations that can be derived easily on the
lines of Sukhatme et al. (1997):

1 1 1(A4 1
E(eg): n_(ﬂ“mh _1): E(ef): n_(ﬂmh _1) ) E(ezz): n_(pz_zzh_]} E(eoel): n_(/lzzh _1) )
h h h h
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E(eoez ) = i [@ — 1} : E(e1e2 ) = i(@ _ 1} where ﬂ’pqh p’tlzpqhq/2
Ny n,

Ph Ph Haon Hozn
1 Nh _ _
and Hogh ZWZ(yhi—Yh)p(Xhi—Xh)q
h ™ +i=l
now writing V, in terms of e;’s, we have
L S2, (1+e,) L
= - 2 | +k > W2Sh (L+e, -1
hZ:: { th(1+el) + hZ:;, h xh( +& )

N,
WS

[(1+e )-pill-e, +2e, +e2 +e2 —2ee, +...)]+ kZL:thsfhel
h=1

W.2s?2 2(_ 2 2 L
h Oyh (1_/)5{“ € +ph( e +2e(i +e12)+e2 2e.e, +m):|+kzwhzsfhel
~ Ph h=1

2
- ZL:WhZ % {eo +pf (— e +2e,+e’+el —2ee, + )}+ kZL:WhZthe1 (2.2)
h h=1

Taking expectation on both sides, we have bias up to terms of order O(1/n) to be

Bias(v, )= E[v, —E(v, )]
1)+

A s

L ¥ -
= Z\th _yzh pr? {(/104h _1)"‘ (//1;2; - J— 2{% —1j}:| (2.3)
h=1 h h

up to terms

Squaring both sides of (2.2) and taking expectation, we have mean square error of V,
of order O(1/n) to be
MSE(Va): E[Va - E(V )]2

2
_ E{iwhz - e, + pi(—e, +2e, )}+ kiwhzsfhel}
h h=1
= ZL:W“ Sni[E(eg)+ piAE(e? )+ E(e?)-4E(e,e, )|+ 202 {2E(eoe, ) — E(ese, )} +

2

kZZWhAthE( )+ ZKZ:W4 Sy;SXh [E(eoe1)+pt12 {ZE(elez)_ E(el )}]

h=1 h
= 4 S;lh 4 S h

= W ?[(/%h 1)+PhB +2phC ]+k ZW . ﬂ04h )
h=1 h h=1 h

: 4 thsfh 2 ﬂl’:‘h
2k>"W, =5 (Agon =)+ p242] 220 1|~ (Agy —1) 2.4)

h=1 h Ph

The optimum value of K minimizing the mean square error of V, in (2.4) is given by
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th l:pﬁ {(ﬂ“om _1)_ Z(quh _1)} - (/122h _1)}
Ph
nhsfh (Zo4h - 1)
Ssh Dh

—_ TwTh (2.5)
NSk (/104h _l)

where D, - {ps{um 9-d22 ) e, —1)}

and the minimum mean square error is given by

S
MSE(v Zw“ [ (Aaon —1)+ 1B, +2p2C, |- Zw“
h=1 nh (2‘04h _1) (2.6)

k =

0

4

Sp_ Dy

Estimator Based on Estimated Optimum Kk
For situations where the values of A,,,, A3, Ao, and p,, or their good guessed values are not available

, the alternative is to replace them by their estimates A22n, A13n, Aosn and I, based on sample values and

get the estimated optimum value of k0 denoted by K as

S| (/104h—1j—2 /1rlsh -1 _[22%_1)
h

A
k =
n.s2 (ﬂmh—lj
A A
2| 2| Hosn Hizn  SynSan Hoon
Syn| T L2 —11-2 L2, 32 1= 2 2 -1
yxh
B Hoon Hoon Hoon Hoon Hozn
; (3.1)
2 | Hoan
MeSan| -1
Hozn
A A 1 Ny — '\ — '\
where A 22n =% with =h2(yhi - yh) (Xhi —Xh)
A A h~ +i=l
Hoon Hozn
A l Ny —_ 2 A 1 Ny — 2
2 2
Hoop =Sy, = Z(yhi - yh) and Mo =Sy, = Z(Xhi _Xh)
h_1i=l nh _1i=l
A Hian P lu04h Sy
113h :W , /104h = and Pp = rh =S
Haon Hozn ,Uozh
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Thus, replacing k0 by estimated optimum K in the estimator V,, in (2.1), we get for wider practical utility

of the estimator based on the estimated optimum K given by

Vae = gwhz {M + Iz(sfh - th )} (3.2)

n,

To find the mean square error of Vv, , let

Hon = y22h(1+e3), Hazn :ﬂlsh(1+e4)' Hoan = /uO4h(l+e5)

we have
[wh(l%s)_l}
ol (1+ez)2 :UOZZh(l+e0)2
e ire) ]
Sy (L+eq reoive,) 2 ”mlh/gl*ea) . (}/"2'92) I
pat e, )P i Mre )t T (1, ) (1re,)
( /Jzzh(1+es) _1J
|2: | \ H20n (1+eo)ﬂ02h (1"‘91) |
1+e,)
n.S2(1+e '”Mh(is_l
h xh( + 1>{ﬂ52h(1+e0)2 }
| /104h(_el +& +...)—e1 ) -
Dh _Dh (ﬂ, _1) — Ph {/104h(—el+e5 +...)—(—el+eo +...)}—
04h
Ao (—€, +€. +...)—e
2 pr?{/lo4h(—e1+95 +...)—(—el+e0+,,,)} 04h( 175 ) -
= Syh (104h —1) (3 3)
MS Ao (— € +€. +...)—€ :
h xh 2ph2.13h(—el+ez+...)—2phﬂ,13h(_e1+ez+_“) 04h( e+ -
(Aoan 1)
Ao (—€, +€. +...)—¢e
/IZZh(_eO+el+"')+/122h(_eo+e1+...) O4h( 1 78 ) L
- (/104h _1) |

N
Substituting K from (3.3) in (3.2) and squaring both sides, ignoring terms of ei’s greater than two and taking
expectation, we have mean square error of V. to the first degree of approximation, that is up to terms of order

O(1/n) to be
2

L S 2 AL S 2
MSE(v, )= E| S W2 2o, + p?(—e, + 28, )+ k W2 n—y“ D,e,
h=1 h h=1 h

=iw4%[(/1 ~1)+ piB, +2p2C ]—iw“%D—hz
— h nr:_:, 40h h *=h h™~h — h ng (ﬂo4h _1)

which shows that the estimator V,, in (3.2) based on estimated optimum K attains the same minimum

(3.4)

mean square error of V, in (2.6) depending on optimum value k0 in (2.5).
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CONCLUDING REMARKS
a). From (2.6), for the optimum value of ko, the estimator V, attains the minimum mean square
error given by

L 84 L S4 DZ
MSE(Va )o = ZWh4 _y; [(ﬂ’mh _1)"‘ P: B, + ZPECh ]_ th4 _y;—h
h=1 Ny, h=1 ny (lo4h _1) (4.1)

b). From (3.4), the estimator V,, depending upon estimated optimum K has the mean square error

L S4 L S4 D2
4 “yh 4 2 4 “yh h
MSE(Vae): zwh 3 [(/140h _1)+ P By +2p,Cy, ]_ ZWh 3
h=1 Ny h=1 Ny (/104h _1) (4.2)
c). From (4.1) or (4.2), we see that the estimator V,, depending on estimated optimum value is always
more efficient than the variance of usual separate regression-type estimator

— L a _ —

Y, = ZWh {yh +D, (X h — Xh)} for non symmetrical population in the sense of having lesser mean
h=1

square error.
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