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ABSTRACT 
This chapter deals with the estimation of variance of separate regression type estimator of the population mean 

in stratified random sampling, its bias and mean square error are obtained and further an optimum class of 

estimators is obtained having minimum mean square error. Enhancing the practical utility of the optimum 

estimator, a class of estimators depending upon estimated optimum value based on sample observations is also 

found. Further comparative study has been done with some earlier estimators. 
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INTRODUCTION 

Let U be a finite population of size N . The study variable and the auxiliary variable are denoted by y  and x  

respectively and the population is partitioned into L non-overlapping strata according to some characteristic. 

The size of the 
thh  stratum is hN  Lh ,.....,2,1  such that NN

L

h

h 
1

. A stratified sample of size n is 

drawn from this population and let hn  be sample size from 
thh  stratum such that nn
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h

h 
1

. The observations 

on y  and x  corresponding to 
thi  unit of 

thh stratum  Lh ,.....,2,1  are hiy  and hix  respectively. Let 
hy  

and hx  be sample means and hY  and hX  be population means of y  and x  respectively in 
thh  stratum. 
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 be sample and population covariances respectively in 

thh  stratum. 

We assume that all parameters corresponding to auxiliary variable x  are known and we ignore the finite 

population correction term 
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f 1  for simplification. A separate regression-type estimator of 

population mean Y  is   hhhh
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, where hb sample regression coefficient is. Variance 

of 
sy is given by 
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where 

xhyh

yxh

h
SS

S
  is population correlation coefficient between y  and x  in 

thh  stratum. 

An estimator of  
s

yV  is given by Gupta and Shabbir (2010) is as follows 
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where  

xhyh

yxh

h
ss

s
r   is sample correlation coefficient between y  and x  in 

thh  stratum. The mean square error 

of sv  is  
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where       1/41/41 13

2

2204  hhhhhhB      and    1/21 3122  hhhhC    

Different authors presented the estimators utilizing auxiliary information and enhanced the efficiency of exiting 

estimators. These includes Das and Tripathi (1981), Srivastava and Jhajj (1980, 1983), Wu (1985), Prasad and 

Singh (1990, 1992).  

 

PROPOSED ESIMATOR 

Our  proposed estimator of  
s

yV  using auxiliary information on   2, xhh SX . The proposed estimator is given 

by 
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where  k  is a characterizing scalar chosen suitably. 

We define the following terms: 
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22 1 eSs xhxh  ,       21 eSs yxhyxh      so that       210 eEeEeE   

and  also up to first order of approximation, we have the following expectations that can be derived easily on the 

lines of Sukhatme et al. (1997): 
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Taking  expectation  on  both  sides,  we  have  bias  up  to  terms  of  order  O(1/n)  to  be 
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Squaring  both  sides  of  (2.2)  and  taking  expectation,  we  have  mean  square  error  of  av     up  to  terms  

of  order  O(1/n)  to  be 
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The  optimum  value  of   k  minimizing  the  mean  square  error of  av   in  (2.4)  is  given  by 
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and  the  minimum  mean  square  error  is  given  by
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Estimator Based on Estimated Optimum 
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Thus, replacing ok  by estimated optimum  


k   in the estimator  aev    in  (2.1) , we get for wider practical utility 

of the estimator based on the estimated optimum  


k   given by 
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To find the mean square error of  aev  , let 
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    (3 .3) 

Substituting  


k  from (3.3) in  (3.2) and squaring  both sides, ignoring terms of ei’s greater than two and taking 

expectation, we have mean square error of  aev  to the first degree of approximation,  that is up to terms of order 

O(1/n) to be 
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which  shows that  the  estimator aev   in (3.2)  based on estimated  optimum 


k  attains  the same minimum  

mean  square error of  av   in  (2.6) depending  on  optimum value ok   in (2.5). 
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CONCLUDING REMARKS 

a).  From  (2.6),  for  the  optimum  value   of  ok ,  the  estimator  av   attains  the  minimum  mean     square  

error  given  by 
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b).  From  (3.4),  the  estimator aev  depending  upon  estimated  optimum  


k   has  the  mean     square  error   
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c). From  (4.1) or (4.2),  we  see  that  the  estimator  aev  depending  on  estimated  optimum  value  is  always  

more  efficient  than  the  variance of usual  separate  regression-type  estimator  
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1

  for non symmetrical population in  the  sense  of  having  lesser  mean  

square  error.   
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